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Abstract—In through-the-wall imaging, errors in wall parameters cause targets to be imaged away from their true positions. The displacement in target locations depend on the accuracy of the estimates of the wall parameters as well as the target position relative to the antenna array. A technique using two or more standoff distances of the imaging system from the wall is proposed for application under wall parameter ambiguities. Two different imaging schemes can then be applied to correct for errors in wall characteristics. The first scheme relies on forming target displacement trajectories, each corresponding to a different standoff distance, and assuming different values of wall thickness and dielectric constant. The target position is then determined as the trajectories crossover point. In the second scheme, an image sequence is generated. Each specific image in this sequence is obtained by summing those corresponding to different standoff distances, but with the same assumed wall parameters. An imaging-focusing metric can then be adopted to determine the target position. The paper analyzes the above two schemes and provides extensive simulation examples demonstrating their effectiveness.
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I. INTRODUCTION

THROUGH-THE-WALL radar imaging (TWRI) is an emerging technology that addresses a number of civilian problems and has a dual-use with obvious military applications as well. TWRI is a complex and difficult problem that requires cross-disciplinary research. Fundamentally, it is a hybrid between two main areas, statistical signal, radar, and array processing, on one hand, and antennas and electromagnetics, on the other. There are many challenges facing TWRI system development, namely, the system should be reliable, portable, light weight and small size and have both short acquisition time and setup time. It is important for the system performance to be robust to ambiguities and inaccuracies in wall parameters and to the presence of nonuniform walls, multiple walls, and operator motion. Ultimately, the system should have high-range and cross-range resolutions, which are application specific. Finally, the TWRI system must be able to detect and classify motions in a populated scene and in the presence of heavy clutter, which may include interior back and side walls, water pipes, electrical cords, and various types of furniture items.

There are two different approaches to TRWI. The first approach is coherent imaging that requires wideband beamforming to be applied, using transmitter and receiver antenna arrays [1]–[11]. The other is the noncoherent approach that involves several, more simplified and stand-alone radar units. In this case, imaging is performed based on the trilateration technique [12]–[17]. In this paper, we focus on the coherent imaging approach. There are several studies on the coherent TWRI to detect stationary and moving target behind the walls with known wall characteristics, such as dielectric constant [1]–[11]. In practical situations, however, the wall parameters are not exactly known. The errors in wall parameters impact the imaged target position as well as the target spread and intensity profile. A TWRI technique that provides correct target location without the knowledge of the wall parameters was proposed in [18]. The technique in [18] requires data to be acquired using at least two different array placement positions against the wall. At each position, imaging is performed for different assumed values of wall parameters. The displacements in target position due to incorrect wall parameter values form a trajectory, which traces the highest peak of the target image as its shifts. The trajectories for different array positions, or structures, are shown to intersect at the true target position. The application of the scheme proposed in [18], however, may be limited in practice. Safety reasons may prohibit the system operator from reaching the wall.

Inspired by the work in [18], we introduce in this paper two new approaches for imaging of point targets under wall parameter ambiguities. In both schemes, imaging is performed at least at two standoff distances. At each standoff distance, the array may be arbitrarily placed. These schemes include the approach in [18] as a special case, where the array is only placed against the wall. In the first proposed approach, for each standoff distance, several images are obtained using different assumed wall characteristics. The extent of the shift of the target image from its true position depends on the error between the assumed and exact wall parameters. The target displacement trajectory is then constructed by connecting the peak values of its images. The intersection of the trajectories corresponding to different standoff distances indicates the target position.

The above approach is effective at short distances from the wall. We note that, unlike the approach in [18] in which the imaging system only moves parallel to the wall, different standoff distances from the wall can generate images with significantly different angle resolutions. The image of a target from a long standoff distance occupies several image pixels in...
both angle and range, especially for targets with large incident angle. To overcome image dispersion, we propose a second approach in which we use the effects of both target displacement and blurriness. A composite image sequence is generated with different wall parameters using two or more standoff distances. Each specific element in the image sequence is obtained, for given wall parameter values, by summing the images generated at the two array positions. Since targets are imaged in their true positions with least blurriness when correct wall parameters are used, an image focusing metric may be applied to determine the image corresponding to proper wall thickness and dielectric constant. In this paper, we use the entropy measure [19], [20] and show its effectiveness in locating the target behind unknown walls.

The organization of the paper is as follows. In Section II, we provide the fundamental equations of wideband TRWI from a standoff distance. The effect of wall parameter ambiguities on target displacement is discussed in Section III. In Section IV, a target location estimation approach using two or more standoff distances is presented. In Section V, we propose a general implementation of TWRI and target location estimation using two or more array positions at long standoff distances. The conclusion is provided in Section VI.

II. WIDEBAND BEAMFORMING

The wideband beamforming for imaging through the wall was presented in [9], [18], for system antennas placed against the wall. Below, we discuss the general case for arbitrary standoff distance. An M-element transmit and an N-element receive system is used for imaging. The region to be imaged is located along the positive z axis. The mth transmitter, located at $x_{mp} = (x_{mp}, z_{mp})$, illuminates the scene with the wideband signal $a(t)$. The reflection by any target located in the region being imaged is collected at the nth receiver located at $x_{rn} = (x_{rn}, z_{rn})$. For a single point target located at $x_p = (x_p, z_p)$, the output of the nth receiver is given by

$$y_{mn}(x_p) = a(x_p)s(t - \tau_{p,mn})$$

where $a(x_p)$ is the complex reflectivity of the point target. The propagation delay, $\tau_{p,mn}$, encountered by the signal as it travels from the mth transmitter to the target located at $x_p$, and back to the nth receiver, is given by

$$\tau_{p,mn} = \frac{r_{mp} + r_{np}}{c} + \frac{l_{m,p} + l_{n,p}}{v}$$

where $c$ and $v$ are the propagation speeds in the air and in the wall, respectively. The variables $r_{mp}$ and $r_{np}$ ($l_{m,p}$ and $l_{n,p}$), respectively, represent the traveling distances of the wave in the air (wall) from the mth transmitter to the target $p$ and from the target to the nth receiver. These parameters are depicted in Fig. 1.

The region of interest is divided into a finite number of pixels in range and angle. The complex composite signal corresponding to the image of the pixel located at $x_q$ (at range $R_q$ in the direction $\theta_q$) is obtained by applying time delays and weights to the data at the $N$ receivers, and summing the results. The block diagram of the imaging system is shown in Fig. 2. For a single target case, the system output is given by [9]

$$b_q(t) = \sum_{m=1}^{M} \sum_{n=1}^{N} w_{tn,m} w_{rn} a(x_p)s(t - \tau_{p,mn} + \tau_{q,mn})$$

where $w_{tn,m}$ and $w_{rn}$ are the weights applied to the output of the nth receiver and the component signal obtained using the mth transmitter. The focusing delay $\tau_{q,mn}$ is applied to the output of the nth receiver when the transmitter is at the mth location. This delay, which is given by

$$\tau_{q,mn} = \frac{r_{mq} + r_{nq}}{c} + \frac{l_{m,q} + l_{n,q}}{v}$$

synchronizes the arrivals at different receive locations for the same pixel, and as such allows coherent imaging. The complex amplitude image value for the pixel located at $x_q$ is obtained by passing the signal $b_q(t)$ through a filter $h(t) = s^*(\Delta t)$, which is matched to the transmitted pulse, and sampling the output of the filter at time $t = 0$.

$$I(x_q) = (b_q(t) * h(t))|_{t=0}.$$  

The process described by (3) and (5) is performed for all pixels in the region of interest to generate the composite image of the scene. The general case of multiple targets can be obtained by superposition of target reflections.

III. TARGET IMAGE DISPLACEMENT

Errors in wall thickness and dielectric constant impact the traveling time both inside and outside the wall, and subsequently, lead to errors in the applied focusing delays for coherent imaging, given by (4). Using estimates, denoted by “$\hat{}$”, rather than true values of the wall parameters, (4) changes to

$$\hat{\tau}_{q,mn} = \frac{\hat{r}_{m,q} + \hat{r}_{n,q}}{c} + \frac{\hat{l}_{m,q} + \hat{l}_{n,q}}{v}.$$  
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where 

\( \bar{v} = c/\sqrt{\varepsilon} \)

is the estimated propagation speed through the wall. Due to errors in propagation speed, \( \bar{\tau}_{q,mn} \neq \tau_{q,mn} \). A shift in target position due to focusing delay errors will require \( \bar{\tau}_{q,mn} = \tau_{p,mn} \), \( \forall m,n \), i.e., a new set of focusing delays in the presence of wall errors must equal the target propagation delays, given by (2).

### A. Effect of Wall Thickness Errors

If the assumed wall thickness is \( d_c = d + \Delta d \), and the dielectric constant is known, then the focusing delay for the target at the \( p \)th image pixel from the \( m \)th transmit antenna to the \( n \)th receive antenna is

\[
\bar{\tau}_{p,mn} = \tau_{p,mn} + \Delta \tau_{p,mn,d}
\]  

(7), with \( q = p \), can be rewritten as

\[
\bar{\tau}_{p,mn} = \frac{h}{c \cos(\varphi_{tm,p})} + \frac{h}{c \cos(\varphi_{rt,p})} + \frac{\sqrt{\varepsilon} d}{c \cos(\theta_{tm,p})} + \frac{\sqrt{\varepsilon} d}{c \cos(\theta_{rt,p})}
\]  

(8)

where \( h_1 + h_2 = z_p - z_m - d \). The parameters \( h_1 \) and \( h_2 \) are, as shown in Fig. 1, the distances of the wall to the transmit antenna and the target, respectively. The change in focusing delay due to the error \( \Delta d \) is

\[
\Delta \tau_{p,mn,d} = \frac{\Delta d}{c} \left( \frac{\sin(\varphi_{tm,p} - \theta_{tm,p}) + \sin(\varphi_{rt,p} - \theta_{rt,p})}{\sin(\theta_{tm,p})} + \frac{\sin(\varphi_{rt,p} - \theta_{rt,p})}{\sin(\theta_{rt,p})} \right)
\]  

(9)

The derivation of (9) is given in Appendix A. It is clear from the above equation that the change in the focusing delay is a linear function of \( \Delta d \) and a nonlinear function of the incident angles. This shows that the change in the focusing delay is generally antenna dependent. If the dielectric constant \( \varepsilon > 1 \), then \( \varphi_{tm,p} > \theta_{tm,p} \) and \( \varphi_{rt,p} > \theta_{rt,p} \). It follows from (9) that if the wall thickness is over estimated, i.e., \( \Delta d > 0 \), then \( \Delta \tau_{p,mn,d} > 0 \). That is, if \( d_c \) is greater than the true value \( d \), the applied focusing delays are longer than those required to coherently combine the signal returns for a target at pixel \( p \), i.e., \( \bar{\tau}_{p,mn} > \tau_{p,mn} \). Now, consider a pixel \( q \) that is closer to the wall than \( p \), with \( \bar{\tau}_{q,mn} < \tau_{q,mn} \). To image pixel \( q \), where there is no target, under the assumption of wall thickness \( d_c \), the applied focusing delays are typically greater than those required if there were no wall errors. In this case, \( \bar{\tau}_{q,mn} > \tau_{q,mn} \). The above two time-delay inequalities suggest that there could be a pixel \( q \), where \( \bar{\tau}_{q,mn} = \tau_{q,mn} \), rendering a displacement of the target from location \( p \) to location \( q \). We note that a pure shift in the target position requires \( \bar{\tau}_{q,mn} = \tau_{q,mn} \), for all values of \( m \) and \( n \), otherwise a shift is accompanied with blurriness.

The above argument is illustrated in Fig. 4, in which we consider three targets at different positions behind the wall located at \((3,30^\circ)\), \((3,-30^\circ)\), \((5,0^\circ)\). As shown in Fig. 3, the transmit and receive arrays are symmetric about their center point, and are placed against the wall. The transmit array consists of four antennas with inter-element spacing of 0.6 m. The receive array consists of eight antennas with interelement spacing 0.075 m, which is a half-wavelength of a signal with 2-GHz carrier frequency. Both the transmit and receive arrays are located along the \( x \) axis at positions listed in Table I. The wall thickness is \( d = 0.4 \) m, and the dielectric constant is \( \varepsilon = 9 \), representing a concrete wall. The carrier frequency is 2 GHz, and the pulse bandwidth is 1 GHz. The dielectric constant is assumed known.
TABLE I
TRANSMIT AND RECEIVE ARRAY LOCATIONS

<table>
<thead>
<tr>
<th>Element #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmit (m)</td>
<td>-0.9</td>
<td>-0.3</td>
<td>0.3</td>
<td>0.9</td>
<td>-0.0375</td>
<td>0.0375</td>
<td>0.1125</td>
<td>0.1875</td>
</tr>
<tr>
<td>Receive (m)</td>
<td>-0.2625</td>
<td>-0.1875</td>
<td>-0.1125</td>
<td>-0.0375</td>
<td>0.0375</td>
<td>0.1125</td>
<td>0.1875</td>
<td>0.2625</td>
</tr>
</tbody>
</table>

Note that \( \partial T_{p,m}/\partial d \triangleq (\sin (\phi_{z,m,p} - \theta_{z,m,p}))/c \sin (\theta_{z,m,p}) \), obtained from (A.8), has considered the subsequent changes of the incident angles due to the change in \( d \). For the array antenna to synthesize an image at position \( q \) of a target physically present at location \( p \), the difference between \( \tau_{q,m} \) and \( \tau_{p,m} \) should ideally be zero for all \( M \) antennas. To simplify the problem, we consider small array apertures, and assume the following two conditions to be satisfied at the center of the array (it is not necessary that there physically exists an antenna at the center of the array). First, the time delay \( \tau_{p,0} \), where the subscript “0” denotes the center of the array, should be equal to \( \tau_{p,0} \).

\[
\Delta \tau_{p,0} = 0. \tag{13}
\]

Second, the above time difference is invariant with the position of target \( p \), i.e.,

\[
\partial \Delta \tau_{p,0}/\partial \varphi_{z,0,p} = 0. \tag{14}
\]

From (12)

\[
\Delta \tau_{p,0} = \frac{\Delta d}{c} \left[ \sqrt{\varepsilon \cos (\theta_{0,p})} - \cos (\varphi_{0,p}) \right] + \frac{\Delta x_{pq} \sin (\varphi_{0,p})}{c} + \frac{\Delta z_{pq} \cos (\varphi_{0,p})}{c} \tag{15}
\]

where \( \theta_{0,p} \) and \( \varphi_{0,p} \) are, respectively, the incident and refraction angles in the wall and the air, related to the path from the center of the transmit array to the target \( p \). Accordingly

\[
\frac{\partial \Delta \tau_{p,0}}{\partial \varphi_{z,0,p}} = \frac{\Delta d}{c} \left( -\frac{\sin (\theta_{0,p}) \cos (\varphi_{0,p})}{\cos (\theta_{0,p})} + \sin (\varphi_{0,p}) \right) + \frac{\Delta x_{pq} \cos (\varphi_{0,p})}{c} - \frac{\Delta z_{pq} \sin (\varphi_{0,p})}{c}. \tag{16}
\]

From (13) and (15)

\[
\frac{\Delta d}{c} \left[ \sqrt{\varepsilon \cos (\theta_{0,p})} - \cos (\varphi_{0,p}) \right] \sin (\varphi_{0,p}) + \frac{\Delta x_{pq} \sin^2 (\varphi_{0,p})}{c} + \frac{\Delta z_{pq} \cos (\varphi_{0,p}) \sin (\varphi_{0,p})}{c} = 0. \tag{17}
\]

From (14) and (16), we obtain

\[
\frac{\Delta d}{c} \left( -\frac{\sin (\theta_{0,p}) \cos^2 (\varphi_{0,p})}{\cos (\theta_{0,p})} + \sin (\varphi_{0,p}) \cos (\varphi_{0,p}) \right) + \frac{\Delta x_{pq} \cos^2 (\varphi_{0,p})}{c} - \frac{\Delta z_{pq} \sin (\varphi_{0,p}) \cos (\varphi_{0,p})}{c} = 0. \tag{18}
\]

Adding (17) to (18)

\[
\Delta x_{pq} = -\frac{\Delta d}{c} \left( \sqrt{\varepsilon \cos (\theta_{0,p})} \sin (\varphi_{0,p}) \right) - \frac{\sin (\theta_{0,p}) \cos^2 (\varphi_{0,p})}{\cos (\theta_{0,p})} \left( -\frac{\sin (\theta_{0,p}) \cos^2 (\varphi_{0,p})}{\cos (\theta_{0,p})} \right) = -\Delta d \tan (\theta_{0,p}) (\varepsilon - 1). \tag{19}
\]
Similarly, we can obtain

\[
\Delta z_{pq} = -\Delta d \left( \frac{\cos \left( \theta_{0,p} \right)}{\cos \left( \theta_{0,p} \right)} \sqrt{\varepsilon - 1} \right). \tag{20}
\]

From (19) and (20)

\[
\frac{\Delta x_{pq}}{\Delta z_{pq}} = \frac{(\varepsilon - 1) \sin \left( \theta_{0,p} \right)}{\cos \left( \varphi_{0,p} \right) \sqrt{\varepsilon - \cos \left( \theta_{0,p} \right)}}. \tag{21}
\]

Now, define the function

\[
f(\theta) = \frac{\sin(\theta)}{\cos(\varphi) \sqrt{\varepsilon - \cos(\theta)}} \tag{22}
\]

with \(\sin(\varphi)/\sin(\theta) = \sqrt{\varepsilon}, 0 \leq \theta, \varphi < (\pi/2)\). Therefore

\[
f'(\theta) = \frac{\cos(\theta) \left( \sqrt{\varepsilon \cos(\varphi) - \cos(\theta)} \right) \sin(\theta) \left( \sqrt{\varepsilon \cos(\varphi) + \sin(\theta)} \right)}{(\cos(\varphi) \sqrt{\varepsilon - \cos(\theta)})^2} \tag{23}
\]

where

\[
\cos'(\varphi) = \frac{1 - \varepsilon \sin^2(\theta)}{d\theta} = -\frac{\varepsilon \sin(\theta) \cos(\theta)}{\cos(\varphi)} \tag{24}
\]

From (23) and (24)

\[
f'(\theta) = \frac{\sqrt{\varepsilon \cos(\theta) - \cos(\varphi)}}{(\cos(\varphi) \sqrt{\varepsilon - \cos(\theta)})^2 \cos(\varphi)} > 0. \tag{25}
\]

The above equation remains valid when the two way traveling time (from transmitter to target and from target to receiver) is considered. When incorporating the effect of both arrays, the shift of the image is given by

\[
\Delta x_{pq} = -\Delta d (\varepsilon - 1) \left[ \tan(\theta_{0,p}) + \tan(\theta_{0,p}) \right] \tag{26}
\]

\[
\Delta z_{pq} = -\Delta d \left( \frac{\cos \left( \varphi_{0,p} \right)}{\cos \left( \theta_{0,p} \right)} \sqrt{\varepsilon + \cos \left( \varphi_{0,p} \right) \sqrt{\varepsilon - 2} \right} \tag{27}
\]

where \(\theta_{0,p}\) and \(\varphi_{0,p}\) are, respectively, the incident and refraction angles in the wall and in the air, related to the path from target \(p\) to the center of the receive array.

B. Effect of Dielectric Constant Errors

Similar to the wall thickness error, errors in the dielectric constant also impact the imaging quality. However, closed-form expressions similar to (26) and (27) are difficult to obtain due to nonlinearity of the relationship involving dielectric constant errors. If the estimated, or assumed, dielectric constant is \(\varepsilon_e = \varepsilon + \Delta \varepsilon\), with known wall thickness, then the corresponding focusing delay for the pixel \(p\) becomes

\[
\Delta \tau_{\text{pmn},e} = \Delta \tau_{\text{pmn}} + \Delta \tau_{\text{pmn},e} \tag{28}
\]

\[
\Delta \tau_{\text{pmn}} = \frac{\Delta \varepsilon_d}{2 \varepsilon \cos \left( \theta_{0,p} \right) + \cos \left( \theta_{0,p} \right)} \tag{29}
\]

The derivation of (29) is given in Appendix B. It is clear that \(\Delta \tau_{\text{pmn},e} > 0\) for \(\Delta \varepsilon > 0\). Similar to the case of \(d_e > d\), discussed in Section III-A, for \(\varepsilon_e > \varepsilon\), the target at location \(p\) may be displaced to some pixel \(q\) closer to the wall. For illustration, we consider the same wall characteristics and the same three targets as in Section III-A. In this case, however, we assume knowledge of the true wall thickness, \(d_e = d\), but we use different values of the wall dielectric constant, \(\varepsilon_e = 3.24, 4.48, 6.25, 9, 12.25, 14.44, 17.64\). The images corresponding to different pairs of wall parameters are superimposed in Fig. 6, which shows clear displacement of the targets.

IV. Target Location Estimation Using Two Displacement Trajectories

Consider two standoff distances of the antenna arrays with array centers at \((x_1, -z_1), (x_2, -z_2)\), respectively, with \(z_1 < z_2\). The analysis in Section III also applies to this general system placement.

(1) For target located at \((x_p, z_p)\) and \(x_1 = x_2 = x_p\). Let \(\theta_{1,p}\) and \(\theta_{2,p}\) denote the incident angle relative to the array center, for standoff distance \(z_1\) and \(z_2\), respectively. For the target located at \((x_p, z_p)\), \(\theta_{1,p} = \theta_{2,p} = 0\). Equations (19) and (20) state that target \(p\) is imaged away from its true position in the \(z\) direction if a wall thickness error is introduced. The above argument is verified by the simulation results in Fig. 7. In this simulation, three targets, located at \((3\sin(30^\circ), 3\cos(30^\circ)), \quad (-3\sin(30^\circ), 3\cos(30^\circ)), \quad (0, 0)\), are imaged from two standoff distances of the radar system, at \((0.0)\) m and \((0, -3)\) m. Dielectric constant \(\varepsilon = 9\), and different assumed wall thicknesses, \(\Delta d = -0.3, -0.2, -0.1, 0, 0.1, 0.2, 0.3\) m are used. Fig. 7 shows that the image of the target at \((0.5)\) shifts in...
range with different assumed wall thickness, but assumes the same position for the two standoff distances.

(II) For target located at \((x_p, z_p)\), with \(\theta_{1,p} > \theta_{2,p} > 0\). Since \(\theta_{1,p} > \theta_{2,p} > 0\), then according to (25), the target image from the first standoff distance has a different angular shift compared to its image from the second standoff distance. Accordingly, images of the target generated at different standoff distances separate under errors in the wall thickness. The target is, however, imaged at its true position when the true wall thickness is used. Although, for \(\Delta \theta > 0\), both target images with different standoff distances shift towards the array, the image of the first standoff distance with larger incident angle \(\theta_{1,p}\) moves closer to the array than that of the second standoff distance with smaller \(\theta_{2,p}\). This is verified by the simulation in Fig. 7. The peaks of the images in Fig. 7 are marked as “*” and “+” in Fig. 8, for the two standoff distances. Figs. 7 and 8 demonstrate that the image shift trajectories of the target \((3 \sin(30^\circ), 3 \cos(30^\circ))\) cross at its true position. As depicted in the same figures, the above argument also applies to the other non-center target. Similar behavior of target images and trajectories is exhibited for the case in which the dielectric constant is assumed.

We consider next the general case, where both the wall thickness and dielectric constant are unknown. The two system standoff distances at \((0,0)\) and \((0,-3)\) is used to image three targets located at \((4.5 \sin(18^\circ), 4.5 \cos(18^\circ))\) m, \((4.5 \sin(-18^\circ), 4.5 \cos(-18^\circ))\) m, and \((0,5.5)\) m. The wall parameters are \(d = 0.4\) m, \(\varepsilon = 0.9\). The simulation result is presented in Fig. 9 with assumed dielectric constant \(\varepsilon_c = 12.25 \neq \varepsilon\), and seven assumed wall thickness values \(d_c = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7\) m. The figure shows that the image trajectories from the two standoff distances of each side target intersect approximately at the true wall thickness value.

V. ALTERNATIVE IMAGING APPROACH

The analysis in the previous section shows that the intersection of the target image trajectories for two standoff distances provides good estimates of the wall parameters, yielding correct
target locations. The trajectory is formed by tracing the target image peaks. This approach works well for smaller standoff distances. However, there are potential problems in adopting this approach for longer standoff distances.

A. Problem in Tracking Image Peaks

It is important to note that in order to find the intersection of the target displacement trajectories with two different standoff distances, the coordinate systems must not be changed for different array positions. For each standoff distance, the imaged region is divided into small image pixels with the same range and angle coordinate system. Suppose the center of the imaging system at one standoff distance is chosen as the origin of the coordinate system. Using the same coordinates, the images obtained at a longer standoff distance will have a lower angle resolution. Furthermore, the pixels in the same range cell corresponding to one standoff distance may not have the same time delay to the center of array when imaged from another standoff distance. Therefore, a target, especially one with a long distance from antenna array, might be imaged in several image pixels that extend over several angle and range cells. This argument is verified by the simulation result in Fig. 10. We consider five targets located at (7,30°), (7,18°), (7,0°), (7,−18°), (7,−30°). The exact values of wall thickness and dielectric constant are 0.4 m and 9, respectively. The transmit and receive antenna arrays have the structure depicted in the Table I, with standoff distance 8 m.

Theoretically, the peak position of target image is in the center of the target image. However, the image is obtained by the discrete sampling of image pixels in range and angle. Therefore, the sample points might not be exactly in the center of the target image. Tracking the target shifts of low resolution images could cause problems for the target location estimation schemes that incorporate target trajectory intersections.

B. New Approach for Imaging Using Different Array Placements

From the analysis in Section IV, the target images generated from different standoff distances coincide or highly overlap at the target true position, when the true wall parameters are used. When an incorrect wall thickness is applied, the target is imaged in different positions from the two standoff distances, i.e., it will appear separated in a superimposed image. Therefore, one approach to estimate the true position of a target is to form the composite images with different assumed wall thickness values and find the wall characteristics at which the images of the target from different standoff distances are mostly overlapping. The latter can be accomplished using a focusing or sharpness metric. In the following, we give a pseudocode of the proposed target location estimation algorithm with known dielectric constant ε.

1) Generate a sequence of images $A_{d_{k1}}, A_{d_{k2}}, \ldots, A_{d_{kK}}$ for a given array standoff distance and using ε. These images correspond to the assumed wall thickness values $d_{k1}, d_{k2}, \ldots, d_{kK}$.

2) Repeat step 1) and generate another sequence of images $B_{d_{k1}}, B_{d_{k2}}, \ldots, B_{d_{kK}}$, for another standoff distance.

3) Generate a composed image $I_{d_{k1}}(l), I_{d_{k2}}(l), \ldots, I_{d_{kK}}(l)$ from $A_{d_{k1}}, A_{d_{k2}}, \ldots, A_{d_{kK}}$ and $B_{d_{k1}}, B_{d_{k2}}, \ldots, B_{d_{kK}}$, with $I_{d_{k1}} = A_{d_{k1}} + B_{d_{k1}}$, $k = 1, 2, \ldots, K$. $I_{d_{k1}}(l), I_{d_{k2}}(l), \ldots, I_{d_{kK}}(l)$ is a new and composite image sequence over the assumed wall thickness variable.

4) Find the optimum wall thickness $d_{k0}$ at which the applied focusing criterion assumes the largest or the smallest value for the image sequence $I_{d_{k1}}, I_{d_{k2}}, \ldots, I_{d_{kK}}$. If multiple answers exist, then select the one that is more physically acceptable.

5) A more accurate estimate of the wall thickness can be obtained if more images $A_{d_{k1}}, A_{d_{k2}}, \ldots, A_{d_{kK}}$ and $B_{d_{k1}}, B_{d_{k2}}, \ldots, B_{d_{kK}}$ are generated and added around the initial estimate, $d_{k0}$.

6) Use the wall parameter $(\varepsilon, d_{k0})$ to generate the final image.

There are different criteria that can be used in step 4) to measure the image focusing levels. One of the most commonly used focusing criterion is the minimum entropy [19], [20]. For each composite target image $I_{d_{k}}$, in the target image sequence $I_{d_{k1}}, I_{d_{k2}}, \ldots, I_{d_{kK}}$, we calculate the entropy $E(d_{k})$ of $I_{d_{k}}$, as

$$E(d_{k}) = - \sum_{l=1}^{L} \sum_{j=1}^{J} p_{kj}(d_{k}) \log(p_{kj}(d_{k})), \quad (30)$$

where $p_{kj}(d_{k})$ is the square of the pixel value $x_{d_{k}}(l, j)$ of $I_{d_{k}}$, and $L$ and $J$ are the range and cross-range sizes of image $I_{d_{k}}$, respectively. The parameter $d_{k}$ corresponding to the smallest value of $E(d_{k})$, is taken as the estimate of the wall thickness.

The motivation of using the minimum entropy of the composite image to measure the degree of overlapping of images $A_{d_{k}}$ and $B_{d_{k}}$ is that the more $A_{d_{k}}$ and $B_{d_{k}}$ overlap, the larger the change in the image pixel values. The above criterion is typically applied in synthetic aperture radar (SAR) motion compensation and autofocus [19], [20]. We note that there are other equally effective criteria [21]–[24] that can also be used in (30).

For illustration, consider the original transmit and receive antenna structures of Table I. The imaging system is positioned at (−3, −4) m and (1, −8) m, respectively. We consider three targets behind the wall, located at (0.7 m, 7.3 m).
The true wall parameters are \( d = 0.4 \) m, \( \varepsilon = 9 \). In the simulation, the dielectric constant is known. For each array placement, the wall thickness values \( 0.1, 0.15, 0.2, 0.25, 0.30, 0.35, 0.4, 0.45, 0.55, 0.6, 0.65, 0.7, 0.8 \) m are assumed. Superimposed images from the two standoff distances are shown in Fig. 11(a), and the corresponding peaks of the images are shown in Fig. 11(b). Fig. 11(b) shows that, due to large target image dispersions over neighboring pixels, the target trajectories cannot be properly formed. Therefore, we resort to using a focusing metric to solve the problem. The entropy of the composite image in Fig. 11(a) is computed and plotted with the solid line in Fig. 11(c) with respect to the assumed wall thickness. It shows a minimum value at \( d = 0.4 \) m.

The above algorithm can also be applied to estimate the dielectric constant when the wall thickness is unknown.

In the next example, we examine the sensitivity of the proposed techniques to the imaging system placements. Fig. 12 shows a simulation result for the targets of Fig. 11, but the two standoff positions \((0, 4)\) m and \((0, 8)\) m are used instead of \((-3, 4)\) m and \((1, 8)\) m in Fig. 11. The incident angles from the standoff positions in Fig. 12 are smaller than those in Fig. 11, causing the images to overlap, while they are separated in Fig. 11. The entropy of the composite images for Fig. 12 (a) is plotted with the “-“ line in Fig. 11(c). It does not reach a minimum at the true value \( d = 0.4 \) m of wall thickness. Similar behavior is observed when the system is shifted parallel to the wall without changing the standoff distance.

C. Imaging With Both Parameters Unknown

Now, we consider the case in which both the wall thickness and the dielectric constant are unknown. We first assume a value of one of the two parameters, say the dielectric constant, \( \varepsilon_e \). Then, we proceed with the same steps used in Section V-B, where the dielectric constant is known. That is, we generate a
sequence of images using different assumed values of the wall thickness. The trajectories of target displacements with different standoff distances cross at some assumed wall thickness \(d_e\). Notice that the estimated \(d_e\) in this case depends on the assumed dielectric constant, \(\varepsilon_r\). Therefore, the pair \((\varepsilon_r, d_e)\) employed to generate the final image is not unique.

Consider the two standoff positions of the imaging system, and the true wall parameters to be the same as those in Fig. 11. We assume the wall dielectric constant to be \(\varepsilon_r = 12.25\). For each one of the array position, the wall thickness values \(d_e = 0.1, 0.15, 0.2, 0.25, 0.30, 0.4, 0.45, 0.55, 0.6, 0.7\) m are assumed. Superimposed images from the two standoff distances are generated and the corresponding peaks of the images are shown in Fig. 13(a). Similar to Fig. 11(b), the target trajectories cannot be properly formed by tracing the highest peaks of the images and the intersection points are not clear. Therefore, we resort to using a focusing metric to solve the problem. The entropy of composite image for each wall pair is computed and plotted in Fig. 13(b) with respect to the assumed wall thickness. The entropy assumes a minimum value at \(d_e = 0.35\) m, which differs from the true wall thickness value. However, the wall parameter pair \((d_e, \varepsilon_r) = (0.35, 12.25)\) yields correct target positions for both standoff distances. This is because the effects of the errors in both \(d\) and \(\varepsilon\) are canceled out, leading to the correct set of delays required to coherently combine the waveform returns from the target positions. The imaging results for 4 m and 8 m standoff distances are shown in Fig. 14(a) and (b), respectively.

VI. CONCLUSION

“Seeing” through the wall using radio frequencies is an emerging technology that is currently sought out by both the commercial and government sectors. For logistical and safety reasons, imaging is preferably performed at a standoff distance from the external wall. This requirement, combined with the fact that wall characteristics may be unknown, presents a challenge in producing accurate and reliable images. In this paper, we proposed a wideband beamforming-based technique that allows the system operator to perform imaging with wall parameter ambiguities and from a standoff distance. The approach depends on the assumption that imaging can be obtained at two or multiple standoff distances. We focused on point targets and assume single uniform walls. The approach traces the images as they shift in position for different assumed wall thickness and dielectric constant. The target image trajectories for two standoff distances intersect. The wall parameters corresponding to the intersection point are used to provide the target positions. The paper presented an alternative approach that is useful at long standoff distances and incorporates both the shift and blurriness effects of the target when using incorrect wall parameters. The entropy minimization approach was applied to the composite images from two standoff distances to determine
the target position with least bluriness. Several simulation examples were presented which demonstrated the effectiveness of the proposed approach. This paper has only dealt with two-dimensional imaging using one-dimensional array. The applicability of the proposed techniques to three-dimensional (3-D) imaging is expected to hold but should be separately analyzed and verified.

**APPENDIX A**

For simplicity, we only consider the traveling time from a transmit antenna to the target. As shown in Fig. 5, without errors in the wall thickness estimation

\[ x_{tp} = x_p - x_{tm} = d \tan(\theta_{tm,p}) + h \tan(\varphi_{tm,p}) \]  

(\text{A.1})

where \( h = h_1 = h_2 = z_p - z_{tm} - d \). We consider the traveling time when there is an error \( \Delta d = d_e - d \) in the estimated wall thickness. When \( d \) changes to \( d + \Delta d \) (and subsequently \( h \) changes to \( h + \Delta h \)) and \( \varphi_{tm,p} \) changes to \( \varphi_{tm,p} + \Delta \varphi_{tm,p} \) (and subsequently \( \theta_{tm,p} \) changes to \( \theta_{tm,p} + \Delta \theta_{tm,p} \)), the change in \( x_{tp} \) can be approximated by

\[ \Delta x_{tp} = \frac{\partial x_{tp}}{\partial d} \Delta d + \frac{\partial x_{tp}}{\partial h} \Delta h = \tan(\theta_{tm,p}) \Delta d - \tan(\varphi_{tm,p}) \Delta h \]

(\text{A.2})

\[ + d \cos^2(\theta_{tm,p}) \Delta \theta_{tm,p} + h \cos^2(\varphi_{tm,p}) \Delta \varphi_{tm,p}. \]

The path for passage through the true target position, \( x_{tp} = 0 \). That is

\[ \Delta d \tan(\theta_{tm,p}) + \Delta h \tan(\varphi_{tm,p}) - d \cos^2(\theta_{tm,p}) \Delta \theta_{tm,p} + \frac{h}{c} \cos^2(\varphi_{tm,p}) \Delta \varphi_{tm,p} = 0. \]  

\[ \text{(A.3)} \]

From the Snell’s law, \( \sin(\varphi_{tm,p}) = \sqrt{\varepsilon} \sin(\theta_{tm,p}) \), we can deduce the approximation

\[ \Delta \theta_{tm,p} = \frac{\Delta \varphi_{tm,p} \cos(\varphi_{tm,p})}{\sqrt{\varepsilon} \cos(\theta_{tm,p})}. \]

(\text{A.4})

Substituting (A.4) in (A.3) yields

\[ \Delta d \tan(\theta_{tm,p}) + \Delta h \tan(\varphi_{tm,p}) + d \frac{\cos^2(\theta_{tm,p})}{\sqrt{\varepsilon}} \Delta \theta_{tm,p} \]

\[ + \frac{h}{c} \cos^2(\varphi_{tm,p}) \Delta \varphi_{tm,p} = 0. \]

\[ \text{(A.5)} \]

Since \( \Delta h = -\Delta d \), then

\[ \Delta \varphi_{tm,p} = \frac{\Delta d}{c} \left[ \tan(\varphi_{tm,p}) - \tan(\theta_{tm,p}) \right]. \]

(\text{A.6})

Equation (A.6) shows the necessary shift of the incident angles for the path traveling from the \( m \)-th antenna to the point \( p \) when the wall thickness error is taken into account. On the other hand, the total travel time from the \( m \)-th antenna to the target position \( p \) is given by

\[ \tau_{tp} = \frac{1}{c} \left( \sqrt{\varepsilon} \frac{d}{\cos(\theta_{tm,p})} + \frac{h}{\cos(\varphi_{tm,p})} \right). \]

(\text{A.7})

Therefore, the additional travel time due to \( \Delta d \) and \( \Delta \varphi_{tm,p} \) can be expressed using first-order approximation as

\[ \Delta \tau_{tp} = \frac{\partial \tau_{tp}}{\partial d} \Delta d + \frac{\partial \tau_{tp}}{\partial \theta_{tm,p}} \Delta \theta_{tm,p} + \frac{\partial \tau_{tp}}{\partial \varphi_{tm,p}} \Delta \varphi_{tm,p} \]

\[ = \frac{\partial \tau_{tp}}{\partial d} \Delta d + \frac{\partial \tau_{tp}}{\partial \theta_{tm,p}} \Delta \theta_{tm,p} \]

\[ \times \left( \frac{\partial \tau_{tp}}{\partial \theta_{tm,p}} \frac{\cos(\varphi_{tm,p})}{\sqrt{\varepsilon} \cos(\theta_{tm,p})} + \frac{\partial \tau_{tp}}{\partial \varphi_{tm,p}} \right) \]

\[ = \frac{\Delta d}{c} \left( \frac{\sqrt{\varepsilon}}{\cos(\theta_{tm,p})} - \frac{1}{\cos(\varphi_{tm,p})} \right) \]

\[ + \frac{\Delta \varphi_{tm,p}}{c} \left( \frac{d \cos(\varphi_{tm,p})}{\cos^2(\theta_{tm,p})} \tan(\theta_{tm,p}) \right) \]

\[ + \frac{h}{c} \cos(\varphi_{tm,p}) \tan(\varphi_{tm,p}) \]

\[ = \frac{\Delta d}{c} \left( \sqrt{\varepsilon} \cos(\theta_{tm,p}) - \cos(\varphi_{tm,p}) \right) \]

\[ + \frac{\Delta \varphi_{tm,p}}{c} \left( \tan(\varphi_{tm,p}) - \tan(\theta_{tm,p}) \right) \sin(\varphi_{tm,p}) \]

\[ = \frac{\Delta d}{c} \sqrt{\varepsilon} \cos(\theta_{tm,p}) - \cos(\varphi_{tm,p}) \]

\[ = \frac{\Delta d}{c} \sin(\varphi_{tm,p} - \theta_{tm,p}). \]

(\text{A.8})

**APPENDIX B**

We consider the situation where there is an error in the estimated value of the dielectric constant of the wall material, \( \varepsilon = \varepsilon_e - \varepsilon \). The incident angles are adjusted so that the new path links the \( m \)-th antenna and the target point, \( p \). From (A.1), we obtain the following first-order approximation:

\[ \Delta x_{tp} = \frac{\partial x_{tp}}{\partial \theta_{tm,p}} \Delta \theta_{tm,p} + \frac{\partial x_{tp}}{\partial \varphi_{tm,p}} \Delta \varphi_{tm,p} \]

\[ = \frac{\Delta \theta_{tm,p}}{c} \frac{d}{\cos^2(\theta_{tm,p})} + \frac{\Delta \varphi_{tm,p}}{\cos^2(\varphi_{tm,p})}. \]

(\text{B.1})

For the path to pass through the true target position, \( x_{tp} = 0 \). That is

\[ \frac{\Delta \theta_{tm,p}}{\cos^2(\theta_{tm,p})} + \frac{\Delta \varphi_{tm,p}}{\cos^2(\varphi_{tm,p})} = 0. \]

(\text{B.2})

From (A.8), the additional time due to the error \( \Delta \varepsilon \) becomes

\[ \Delta \tau_{tp} = \frac{\partial \tau_{tp}}{\partial \varepsilon} \Delta \varepsilon + \frac{\partial \tau_{tp}}{\partial \theta_{tm,p}} \Delta \theta_{tm,p} + \frac{\partial \tau_{tp}}{\partial \varphi_{tm,p}} \Delta \varphi_{tm,p} \]

\[ = \frac{\Delta \varepsilon}{c} \left( \frac{d}{2\varepsilon \cos(\theta_{tm,p})} \right) + \frac{\sqrt{\varepsilon} d \sin(\theta_{tm,p})}{\cos^2(\theta_{tm,p})} \Delta \theta_{tm,p} \]

\[ + \frac{h \sin(\varphi_{tm,p})}{\cos^2(\varphi_{tm,p})} \Delta \varphi_{tm,p} \]

\[ = \frac{\Delta \varepsilon}{c} \left( \frac{d}{2\varepsilon \cos(\theta_{tm,p})} \right). \]

(\text{B.3})
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